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TMS4164 and TMS4416 Interlock Clock

The TMS4164 (64K x 1) and TMS4416 (16K x 4) dynamic
RAMs use a novel interlocked clock to yield enhanced
immunity to process variations, temperature, and voltage
induced parametric changes. The basic concept of an
interlock clock structure is to provide a synchronous timing
operation that eliminates race conditions. As an aid to
understanding the interlock clock, an overview of the
memory control structure and its functions will be presented
first.

The TMS4164 (Figure 1) and TMS4416 (Figure 2)
need a minimum of 16 address bits to address all of their
64K memory locations (216 = 65,536). Instead of physically
using 16 address pins, the DRAMs only use 8 address pins
and receive the addresses in two parts of 8 bits each (8 (row)
and 6 (column) in the case of the TMS4416). The first 8
addresses are called the row addresses; once stable on the
address pins, they are latched by the low going edge of the
row address strobe (m) input. The 8 column address bits
are then set up on the 8 address pins and latched by the low
going edge of the column address strobe (CAS) input. The
TMS4416 only uses 6 of the column address lines,
disregarding AO and A7 (These will be utilized in next
generation parts providing an address for 64K X 4 memories).
This sharing of address lines is known as multiplexing which
keeps the number of pins on a package to a minimum.

The TMS4164 and TMS4416 use a square array of
memory cells consisting of 256 rows and 256 columns which
is divided into an upper and lower half. A word line (which
corresponds to a row) is connected to the transfer gates of
256 cells that comprise a row of memory. The transfer gates
control access to the data stored on the memory cell capacitor.
The bit line (which corresponds to a half of a column) has
for each half of the array 128 memory cells and 1 dummy
cell connected to it via the transfer gates. Located physically
between the two halves of the memory array are 256 sense
amps whose inputs connect to the bit lines from each half
of the array. The dummy cell provides the reference (VREF)
to a sense amp to determine the state of the memory cell.

On an access cycle, the row decoders drive the selected
word line high turning on all 256 transfer gates in the selected
row and connect 1 memory cell to each bit line.
Concurrently, dummy enable (DE) decodes and drives the

transfer gates of one of the rows of dummy cells, and
connects 1 dummy cell to each bit line on the opposite side
of the sense amps. The dummy selection uses RA7 so that
the row of dummy cells selected is on the opposite side of
the sense amp from the selected row of memory cells.
Connecting the memory and dummy cells to their respective
bit lines causes a differential voltage to be established at the
inputs of the sense amps. This differential voltage is then
detected by the sense amps whose outputs will change to
reflect the detected state of the memory cells. After sensing
is completed, the output of the sense amp is driven back onto
the bit lines to refresh the memory cells. Signal restoration
is necessary because an access results in a destructive read
(the memory cells no longer contain valid data after the
access). This is due to the large bit line capacitance (=600
fF) and the relatively small capacitance of the cell (50 fF).
Connecting the cell to the bit line depletes the cell charge,
and makes refresh necessary to ensure valid data retention.
This restoration is transparent to the user but should not be
confused with providing external refresh. After sensing is
completed, the data on the bit lines can now be selected by
the column decoders. The column decoders select 4 of the
256 sense amps using AO0-AS (TMS4164) and Al-A6
(TMS4416) for the selection. On the TMS4164, these 4 bits
are further decoded by a 1 of 4 decoder using A6 and A7
(the 4 bit output of the TMS4416 eliminates the need for the
| of 4 decoder). This 1 of 4 selector acts as a bidirectional
switch for data transfer to or from the sense amps. Now tha
the basic blocks and functions of a DRAM have been
described, a detailed look at the interlock scheme will be
presented.

A simplified logic representation of the clock structure
is shown in Figures 1 and 2. The clock interlock points are
shown as inverting input NAND gates. The inputs represent
timing events that must be complete before the output of the
inverting input NAND gate can trigger a third event; this
system provides interlocking. Approximately 60-100 clock
signals are generated in a DRAM to control the various
functions (address latching, decode timing, sensing, data
transfers within the device, etc.); approximately 15 of these
have been represented. The following discussion briefly
shows the operation of the TMS4164 and TMS4416 DRAMs.
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Figure 2. FN Plastic Chip Carrier Package

Table 1. Thermal Properties, of Plastic Chip Carriers

NO. OF PACKAGE

LEADS DESIGNATION A (° Gl | 0JC 1° CIW)
18 FP 85.4 13.8
20 FN 113.6 37.1
28 FN 76.8 32.2
44 FN 68.0 20.3
68 FN 45.7 11.4
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J-Lead Advantage

Texas Instruments PLCC packages are constructed with
the J-lead structure due to its superior performance when
mounted on a wide spectrum of substrates ranging from
ceramic to epoxy-glass. This is possible due to the complian-
cy of the J-lead which compensates for the possible thermal
mismatch between plastic packages and mounting substrates.

More care must be taken when using ceramic leadless chip
carriers mounted on nonceramic substrates in order to pre-
vent solder joint fracturing under thermal cycling. The J-lead
also offers advantages over plastic surface-mount packages
using different lead structures. Figure 3 gives a comparison
of the J-lead used on the PLCC to the “‘gull wing”’ com-
monly used on small-outline integrated circuits (SOICs)
and ‘‘quad packs.”’

GULL WING

———————

DEVICE AREA (16 L-PIN SOIC) = 111,6 mm?2

ADVANTAGES

PROVEN PROCESS

— POSITIVE SOLDER “WITNESS"*

~ EASY AUTO-POSITIONING

— NESTED STACKING (PERIPHERAL)

{0.173 in2)

DISADVANTAGES
- EXTENDS X-Y SIZE
— LEADS SUBJECT TO DAMAGE
- HIGH PIN COUNT PACKAGES IMPRACTICAL

J-LEAD

DEVICE AREA (18-PIN PLCC) = 98,6 mm?

ADVANTAGES

— PROVEN PROCESS
- LEADS ARE COMPLIANT, USEABLE WITH

PC BOARD AND CERAMIC SUBSTRATES
— MINIMUM X-Y SIZE, MAXIMUM BOARD DENSITY
— EASY AUTO POSITIONING
- LEADS WELL PROTECTED
— EASY REPLACEMENT
— SOCKEYING EASY
— JEDEC STANDARDS EXIST

{0.153 In?}

DISADVANTAGES
~ TOTAL PACKAGE-HEIGHT THICKER THAN SOIC
— INFRARED {IR} REFLOW DIFFICULT

— STAND-OFF FROM THE BOARD ALLOWS EASY CLEANING

— LARGEST LINE OF AVAILABLE PACKAGES:

FROM 18 TO 68 LEADS. HIGHER PIN COUNTS UNDER

DEVELOPMENT

Figure 3. Gull Wing Vs. J-Lead
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Surface Mount Component Availability

Most IC manufacturers are presently producing surface-
mount components for a large part of their product line. The
devices available range from the sophisticated VLSI to the
discrete transistor. Non-integrated circuit components rang-
ing from chip resistors and capacitors to surface-mount con-
nectors are also being produced in volume by major manufac-
turers. As the demand for surface-mount components in-
creases, most products now produced for standard through-
hole technology will also be available in surface mount. As
of the printing of this application report TI produces over
700 ICs in surface mount packages.

Surface mounting consists of five basic steps:

A brief description of each step will be given; detailed
descriptions of the various steps can be obtained by compo-
nent and equipment suppliers and from numerous technical
articles on surface mounting.

PC Board Design

To produce reliable surface-mount PC boards the designer
has to pay particular attention to IC solder pad (also termed
footprint) hyout Not providing adequate footprint area and
proper orientation will generally yield poor solder joints and
lack of self-centering during reflow. Figure 5 shows the
recommended footprints for the 18-pin PLCC. When lay-
ing out the IC footprints, as a general rule the footprint should
extend approximately 10-15 mils past the outer edge of the
PLCC lead. This provides a good solder fillet that will ex-

1. PC board design “tend up the outer edge of the PLCC lead to yield & reliable
2. Solder paste application solder joint that is easily inspected. The 70-80 mil length
3. Component mounting of the footprint should be a minimum, however a longer foot-
4. Oven drying (optional) print can be used. It is recommended that the dimensions
5. Solder reflow A and B never be less than the minimum width or length
of the IC.
63515 o O O D
0,635 {0 1.5
8,81 {0.347)
8,05 (0.317) Q ©
2,03 (0.080)
1,78 (0.070)
\ A
12,4 {0 <u..
- 11,6 (0.457 >
B

Figure 5. 18-Pin PLCC Footprint
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Figure 3. TMS4161 Control Timing Diagram

memory accesses which change only four pixel groups
(software would be used to determine which one of four
pixels to change). Peak performance will be achieved when
memory is accessed in four processor memory cycle
increments where average memory cycle time approaches
the CAS access time. The utilization of delay lines or more
optimized control signal generation could increase system
performance at a greater implementation cost. Optimized
control circuitry would allow timing edges to more closely
align with actual memory and processor specifications to
maximize performance.

The interleaved architecture offers a high performance
memory access solution for those graphics system requiring:
1. The high-performance requirement of a high-
resolution graphics or engineering work station

(processor cycle time of 100-150 ns).

2. A high enough display resolution to require a
large amount of memory. Specifically, the
memory size must be large enough to establish
a memory data path at least twofold the processor
data bus width (i.e., 32-bit memory data path to
a 16-bit processor).

High-performance microprocessor-based systems can
take advantage of this scheme since the access time of the
DRAM approaches that of the CAS access time instead of
the total DRAM cycle time. In these applications, the
TMS4161 VRAM devices can be configured to yield
enhanced access performance through the random-access port
while simultaneously shifting data out of the serial port.

9-29
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set up the serial input sequence from the input multiplexer
so that the even bit shift register will be loaded first. Subse-
quent serial input (from SIN) will switch between the two
shift registers to achieve the proper input sequence.

SHIFT REGISTER TAP POINTS

The shift register is divided into four cascaded 64-bit
shift registers segments based on the select function which
is decoded by the two most significant column address bits.
Tap points are set up along the 256-bit shift register at 64-bit
increments. This allows the shift register to be tapped at less
than 256 bits for those applications that may demand register
addressability down to 64 bits. Table V illustrates the
column addresses needed to select the desired tap point in
the shift register.

Table V. Shift Register Tap Points

Coiumn Shift Total Corresponding
Address Register Available Column
CA7 CA6 Position S.R. Bits Location
0 0 0 256 C0-C255
0 1 64 192 C64-C255
1 0 128 128 C128-C255
1 1 192 64 C192-C255

These tap points for the shift register are applicable only
to the output of the shift register (SOUT); data into the shift
register (SIN) is always shifted into position 255 (column
bit 255) and shifts toward position 0 (column bit 0).

SUMMARY

With multiprocessor and dual-ported applications
becoming very commonplace, the added features of the
TMS4161 Multiport Video RAM make it an excellent choice
to eliminate the bottlenecks that have previously occurred
in accessing system memory. To ensure proper system per-
formance of the TMS4161, the previous discussion has
described the topological structure of the device and how it
corresponds with device functionality. As a result, test
algorithms can be configured which will comprehend a worst
case system condition and ensure proper device operation.
Texas Instruments is committed to the production of only
the most reliable components, and will continue to supply
the engineer with the necessary tools and support so that the
components that are used will conform to his or her system
and design requirements.
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EARLY WRITE CYCLE (REFERENCE
FIGURE 5)

Early write describes a write cycle where W is taken
low a minimum time period (twCS) before CAS goes low.
Valid data must be available before the falling edge of CAS
(tDS), and is latched by CAS at the D input. An important
attribute of an early write cycle is that a high-impedance Q
output is gt w2t -], This will allow the user to connect both

fi-inn 1 vithout the utilization of three-state buf-
fcrs for s.rj-a control. A possible complication may arise
in using a ontroller with a multiplexed address/data bus.
Valid data will not be present on the address and data bus
for a specified delay period following address latching; so
CAS going low will be forced to wait for valid data before
latching it. The CAS low period will still have to be satisfied
which may cause the early write cycle to be longer than the
corresponding implementation of a write cycle.

WRITE CYCLE (REFERENCE FIGURE 6)

A write cycle will be instituted at a point in the instruc-
tion sequence of a host controller when data is to be stored
in external memory (DRAM in this case). Invalid data will

RAS \

be present on the DRAM Q output since the pre-condition
of output three-state (tyyCS in the early write cycle) was not
met. However, the Q output will not be utilized during a write
cycle so valid data is not necessary at Q. A problem arises
with the implementation of a bidirectional data bus where
contention will occur between invalid data present at Q and
valid data available at D. If bidirectional data lines are re-
_g}x_i_@d, an external set of three-state buffers will be necessary

to prohibit bus contention between input and output lines of

he 1'I "M during 3 write cycle. A standard write cycle will

have W going low following CAS — the data must be =111
before W goes low. In addition, the minimum specified t \»
low to W high hold time (twCH) is important in order to
guarantee sufficient time to write data to the addressed
memory location. Closely related to this are the requirements
for minimum W low to RAS high (tRwL) and W low to CAS
high (tcwL)- A write cycle will typically be used with a
system with multiplexed address an lines where data
AT secome valid for some delay Enod following ad-
Gides lal«,mng Also, the system may require CAS to go low
as soon as possible in order to comprehend the minimum

Ve

CAS KI

=
e

Ve

Figure 5. Early Write Cycle Timing

RAS \

CAS \

fe———— tweH———§

D >< VALID DATA

X

{05

-
i

\ o —

je———tRwL. tewL———]

Figure 6. Write Cycle Timing

9-49

u Applications Information



n uopewloju) suonedyddy

specified CAS low time — data may not be set up by this
point which will prohibit an early write cycle.

READ-MODIFY-WRITE CYCLE
(REFERENCE FIGURE 7)

For those .:1+l... ations which require a specific memory
location to be 1-.:i and written to in the same memory
cycle, a read-Tiwdiy-write cycle will be the most efficient
cycle. W must be high a specified sctup time before the fall-
ing edge of CAS to ensure that the memory location will be
read. Recall that this is the same procedure as with a stan-
dard read cycle; so valid data will appear at the output Q
a maximum tCAC time from the falling edge of CAS. A
read-modify-write cycle can be instituted by bﬁ_n_g_ingW low
after a minimum time from the falling edge of CAS (tcwD).
This minimum time will guarantee sufficient time for the data
located at the accessed memory location to be enabled and
sensed during the read part of the cycle. The low edge of
W will latch valid input data on the data bus to the D input
of the DRAM. Subsequently, satisfying minimum periods
for tcwL and tRw], will ensure that valid data at the D in-
put will properly be written to the specified memory loca-
tion. If a bidirectional data bus is to be utilized, three-state

N\

buffers will be necessary to ensure no co:ut: n'ion on the data
bus between input and output data of the I'F \M. Any type
of application where memory must be tead and manipulated
quickly may utilize read-modify-write cycles.

PAGE MODE (REFERENCE FIGURE 8)

Page mode is an optional mode, designated by
TMS4256, which allows the user 1o_generate_numerous
memory accesses with only a single RAS low edge. It is im-
portant to note that these accesses will occur only along the
same row and will require subsequent CAS pulses to coin-
cide with new column addresses. After a particular row is
latched by the RAS low signal, CAS will latch individual
memory locations as it accesses various column locations
within the latched row. It is necessary to provide a different
column address for every memory location that is desired.
In this manner, page mode can be utilized in an accelerated
access of nonsuccessive memory locations if the application
demands it. The RAS low maximum specification (10.0 us)
is the limiting factor here and will allow approximately 64
read or write cycles, or 42 read-modify-write cycles before
RAS must be taken high to satisfty DRAM precharge re-
quirements ( — 150 ns devices). Page mode memory access

RAS y
|
_ I
CAS
f————— tcwp———94 |
w / !
tCWL. t
1 J&- tcwi. tRwiL-¥
K DATA
D | XONAX
e tCAC |
g VALID DATA )__
a R
Figure 7. Read-Modify-Write Cycle Timing
RAS \ /
—» |j&tASD
cAS e / \ /
| | dlews tDs
— T
W F R/
P |
D 1 RDATA INX s X DATA INX
T
t ATA DATA

je—tcac—»

Figure 8. Page Mode R-M-W Cycle Timing
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halves of the memory array, while CAO selects between ad-
jacent bit lines. As a result, an algorithm can be developed
which calculates the other three memory locations accessed
based on the position of a given memory location. This
algorithm is as follows assuming the memory location (R,C)
as the base location:

CAO = 0 1
RA8 = 0 0
R+0,C+1 R+0,C—1
R+256,C+0
R+256,C+1

WORD LINE SENSITIVITY

Further examination of the layout of the 256K
(TMS4256) reveals that internally the word lines are in non-
sequential order (0,1,3,2,...). To properly test for any word
line to word line sensitivities that may occur, the testing
routine must account for the non-sequential nature of the
word lines. The same formula introduced earlier can be utiliz-
ed to develop the algorithms for the adjacent word lines to
the monitored word line (R =row). These algorithms will
again be a function of the two least significant row addresses
(RAO and RA1) or the remainder of the current row divided
by four.

Row = 0,4.8,...,1FC
RAO=0 RAO=1
RA1=0 RALI=0
Remainder
of R/4 = 0
Adjacent R-2
Rows R+1

R+256,C—1
R +256,C+0

1,5.,9,...,1FD

1

R-1
R+2

1

MEMORY ALGORITHMS
R-256,C+0

R-256,C+1
R+0,C+1

2,6,A,...,1FE

RA0=0
RAI=1

R+1
R+2

R-256,C~1
R—-256,C+0
R+0,C—1

c

<}

=

©

£

3,7,B,...,IFF I

RAO=1 b

RAl=1 -—

c

3 [}

B

R-2 K]

R-1 -1

o

<
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and RA1 to qualify the set is also shown.

The formulas for finding the near and nearest neighbors
are given below. The row address of the selected cell is
divided by four (R/4) and the remainder of this calculation
is used to qualify four sets of equations pertaining to the four
rows in each orientation. An alternate method of using RAO

Let (R,CD) represent any cell location where
R = ROW ADDRESS and CD = COLUMN/DATABIT
ADDRESS.

Row=

Remainder

uonewusojuj suonesyddy

of Ri4=

WORD LINE SENSITIVITY

0,4.8,...,0FC
RA0=0
RA1=0

R+1,CD-1
R+1,CD+0
R+2,CD+0

R-2,CD+0
R-1,CD-1
R-1,CD+0
R+0,CD-1
R+0,CD+1
R+2,CD~-1
R+2,CD+1
R+3,CD-1
R+3,CD+0

As can be seen by Figure 1(c), the lower half of the
memory array mirrors that of the upper half. Note the
positive sequence of the row count from bottom to top in
the lower half of the array. Figure 1(d) illustrates the location
of the four databits accessed during a read or write operation,
two in the upper array and two in the mirrored lower array.

1,5,9,...,0FD 2,6,A,...,0FE 3,7,B,...,0FF
RAD=1 RA0=0 RAO=1
RA1=0 RAl=1 RAL=1
1 2 3

NEAREST NEIGHBOR

R-2,CD+0
R-1,CD+0
R-1,CD+1

R-2,CD+0 R-1,CD+0
R+1,CD+0 R-1,CD+1
R+1,CD-1 R+2,CD+0

NEAR NEIGHBOR

R-3.CD+0
R-3,CD+1
R-2,CD-1
R-2,CD+1
R+0,CD-1
R+0,CD+1
R+1,CD+0
R+1,CD+1
R+2,CD+0

As can be deduced from the topology, the word lines

of the TMS4464 are in nonsequential order (0, 1, 3, 2,...).
In order to test for word line to word line sensitivity, this

n fact must be taken into consideration. The formulas shown

9-64

Row=

Remainder
of R/4=

Adjacent
Rows

04,8,...,0FC
RA0=0
RAI=0

R-2,CD-1 R-3,CD+0
R-2,CD+1 R-3,CD+1
R-1,CD~1 R-2,CD+0
R-1,CD+0 R+0,CD—1
R+0,CD~-1 R+0,CD+1
R+0,CD+1 R+1,CD+0
R+2,CD+0 R+1,CD+1
R+3,CD-1 R+2,CD-1
R+3,CD+0 R+2,CD+1

earlier in the description of near and nearest neighbors can
be utilized here to find the adjacent word lines to a monitored
word line. Each equation is a function of the two least
significant row addresses (RAO and RA1) or the remainder
of the current row divided by four (R=row).

1,5,9,...,0FD 2,6,A,...,0FE 3,7,B,...,0FF
RAO=1 RA0=0 RAO=1
RA1=0 RAl=1 RAl=
1 2 3
R-1 R+1 R-2
R+2 R+2 R-1



INTERNAL DATA INVERSION

Data is stored in the memory array such that half the
cells are complemented with respect to the input data. The
odd rows contain inverted data, while the even rows store
the data in its true form. The inverted data is restored to a
true state when read, making the inversion transparent to the
user. The least significant row address selects between the
true and complemented forms. Figure 3 shows a circuit to

compensate for the internal data inversion within the memory
array.

When row address O is low, the true data form is
accessed and data is passed without inversion. When row
address O is high, the inverted form is accessed and data is
inverted as it is written to or read from the memory. Also,
the 7418241 remains ready to write data to the TMS4464
until G goes low. When this occurs, data is transferred from
the TMS4464 to the system databus for read operations.

OUTPOT ERARLE R 1
16 26
r e
2a1 21 .
Y
SYSTEM 1,.3D_ 2A2 2v2 7
DATABUS v 1v3 1A3 —@
s 1va 1A4—-@<
) 74L5241
LATCHED
ROW RAC ——D
ADDRESS

Figure 3. Circuit to Compensate for Internal Data Inversion
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before the falling edge of UCAS and LCAS (necessary for
early write operation). The UWR and LWR signals are
driven by AMWC to gi.:t i~ them to be valid before
UCAS and LCAS low. A% 1" 1s buffered to drive the 32
DRAMs.

This Application Report has illustrated the use of the
TMS4500A and TM4164EC4 for a flexible, high-density
memory array. The TMS4500A gives the board a static
appearance, while the TM4164EC4 provides a density of

greater than five memory devices per square inch. Higher
densities can be obtained with narrower SIP spacings requir-
ing adequate cooling. The 8086 interface provides a typical
application and demonstrates the flexibility of the board. As
circuit board designers strive to reduce board space and im-
plement more functions on a board, the use of SIPs such as
the TM4164EC4 will provide a vehicle by which this goal
can be achieved.

TWST
{)o—t S0
s284n 741504 F81
ROY
BV L Lt
AEM1 Hr oy
e 74832
47K ASYNG b a E)D__— uecas
1 100 =7 —_
= —{RES  RESET . LCAS
-
10 4F 76 MHz :; "z:_'.: - e v
¥
D READY —_—
—T ‘_W';‘ }——— Wk uwa
510 0 READY J 1
CLK CLK THAT + | alF
= = T = REMET p— MHC- Y
Fd — 741508 —
& § o ® wop VDT
56 50 DT/R| = v BRDEN
8288 18 1v2p
8088 —1a _1v3p
BiE T 748139
a1 .|
H = J— REN1
A18 OE 10 A16
T asars T Trar-.-
aD15 8 G i A4
. o
ADB 10 1q] A7
AD7 8D 8a A6
apb 1 DE 1af- Ao
] L
t 8 DIR G B8| — D18, Q16
—]
A1 B1 D8.a8
Y] B8 07, a7
A1 81 DO, Q0
7415245

MEMORY BOARD

Figure 4. 8086 Interface
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APPENDIX A
TM4164EC4 PIN OUT AND FUNCTIONAL BLOCK DIAGRAM

NC (1) S
Vpp {2) ; 7] N
D1 (3) G N
Q1 (4) as B
L 4 N
CAS (5) AS a Y
A7 (6) POSCI—
A5 (7) s 9 8 ’;:':7“" X
A4 (8) cas 2 Ras
D2 (9) w i cas
10 - w
Q2 (10) o0 o @ 0
wi11)
A1 (12) =
A3 (13) 8 [RAM 8aK X 1
A6 (14) —— AQ-A7
Q3({15) g::
D3 {16) 9) w (10
A2 (1 7) D2 D Q2
A0 (18) 220 VTS
RAS (19} g [RAM 64K X 1 -
D4 (20) b~ A0-A7 o)
Q4 (21) Ras 'g
Vgg (22) cas
s (186) w 18) E
03 ] — Q3 ‘o"
(TOP VIEW) Yoo YVes w
1 | £
. ., . RAM 64K X 1
Figure A-1. Pin Out Drawing L {07 2 |
RAS
CAS ~§
s 120 ‘g LA 8
Vvpp  Vss =
Vop @ J g:
SR 0.2 4F 3% 0.2 4F <
Vss {22)

Figure A-2. Functional Block Diagram
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SPECIAL REPORT ON SEMICONDUCTOR MEMORIES

JOINING TEXT AND
GRAPHICS ENHANCES
VIDEO PERFORMANGE

A dual-port RAM with a built-in shift register eliminates
bottlenecks and speeds data transfers.

by David W. Gulley

Bit-mapped video graphics systems exemplify the
need for higher density and higher performance
semiconductor memories. Yet, all too often, these
same memory devices are the bane of the system.
The newest dynamic RAM devices, however, are al-
lowing changes to the video graphics system organi-
zation. Thus, they are eliminating redundant support
logic circuitry and providing a flexible system en-
vironment.

DRAMs, long associated with the frame buffer
within the graphics section of a video system, pro-
vide the highest density and lowest cost storage for
memory-intensive displays. High resolution graphics
systems, such as those used in engineering work-
stations and computer aided design/computer aided
manufacturing (CAD/CAM) terminals, require
multiple memory planes to achieve the color capa-
bility necessary for a good user interface. In such

David W. Gulley is manager of MOS memory systems
engineering at Texas Instruments, PO Box 1443,
MS690, Houston, TX 77001. He holds a 8BS in
electrical engineering from the Georgia Institute of
Technology.

a system, many parameters influence the available
features while keeping the size and cost reasonable.

Often, the video display system designer is forced
into ‘‘make-do’’ solutions when deciding on value-
added features, especially where display memory is
involved. Some features are common to many
designs, and directly relate to the acceptance of a
design in the market. Features considered high pri-
ority are the efficient integration of text and graph-
ics, the time to redraw the screen image, the time
te move objects onscreen, the amount of memory
to map the display, and the support logic to use the
memory effectively.

A typical video system contains separate text and
graphics controllers (Fig 1). Thus, the system proces-
sor does not have to manipulate both the text dis-
play list and the graphics bit-mapped image. This
system has evolved from the earliest text-only ter-
minals, where there were no graphics requirements.
In early systems, display memory consisted of per-
haps 2 Kbytes for the display list RAM and 2 Kbytes
for the character ROM. The need to place graphics
images onscreen was first addressed using character
graphics. By deepening the character ROM or adding
a RAM to the character-generation circuit, user-
defined characters could be produced.

To achieve more flexibility in image control, a bit-
mapped memory is added into which the system can

_directly store images to be displayed. The mixed text
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Fig 7 This frame buffer design
provides four planes of display
memory accessible to a 16-bit

processor using 80 video RAMS.
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line. A 16-bit processor can directly access the
memory array for image manipulation, using the
appropriate addressing arrangement. The system
processor can directly issue the address of the row
and column for the desired pixel. The decoding of
the active chip may be done in hardware or as an
internal operation of the processor.

To implement a 1280 x 1024 display (which is
becoming somewhat standard), twenty 64-Kbit
memory devices are required. There are apparent
problems, however, with the use of a 16-bit proces-
sor with 20 memory devices. A bit-slice processor
with 20 data bits could be used, but may not be prac-
tical for many systems. If a 16-bit processor is used,
either the processor will access some or all of the
memory as partial words (eg, 5 banks of 4 bits, or
| bank of 16 bits and 1 bank of 4 bits), or extra
memory is designated for use in video access. The
use of partial words is possible. However, the added
calculations to determine bit positions and increased
number of accesses needed to update the display will
cause some system performance degradation. This
can be avoided by adding memory to fill out the data
bus to a multiple of the processor width. This
memory will not be wasted, since graphics systems
typically require large regions of scratchpad memory
to be used by the processors for placing text fonts,
display lists, and for use in the calculations of draw-
ing the displayed images.

Since more memory is required, the use of 32 video
RAMs can simplify the task of matching the memory
width to the processor width. If the memory is or-
ganized as shown in Fig 6, the transfer from array
to shift register would place 4096 bits into the on-
chip shift register. The data for 3 scan lines can be
taken from these 4096 bits, leaving 256 unused bits.
The display will use a total of 175,104 bytes (163,840
displayed and 11,264 left at the end of the rows) of
the 262,144 bytes in the RAM. This noncontiguous
memory amounts to about 4.3 percent of the total
memory. The remaining 87,040 bytes consolidated

within the second bank of video RAMs are available
for use as system memory or scratchpad memory.

Lockup table eases calculations

To make the task of calculating the starting ad-
dress of each scan line easier, a 1024-word table
(2048 bytes), is set aside as a lookup table. Using
a table to point to the start of the memory to be used
for display allows rapid changes in portions of the
screen image while not affecting other areas. When
the same memory can be used for either display or
system memory, the cost effectiveness and flexibil-
ity of the system is improved. The unified text and
graphics design approach allows memory consoli-
dation, especially in those systems where nonpower-
of-two displays are used.

Fig 7 shows a possible implementation of a 1280
x 1024 frame buffer to provide four planes of dis-
play memory accessible to a 16-bit processor using
80 RAMs. The processor will access all four planes
of data for each of four pixels, from what it con-
siders as five banks of 16 memories. The data for
display within each of the planes appears as four
banks of five devices so that the array to shift register
transfer will load four scan lines of data. The differ-
ence in this organization is the relative position of
the four pixels accessed by the processor. The map-
ping separates the four pixels accessed by 1280 pixels
into a vertical line. Depending on the address scram-
bling, the processor could map the memory sequen-
tially in vertical rows rather than horizontal lines.
The 5-bit shift registers allow the video dot rate to
g0 up to 125 MHz before the data capacity of the
RAMS is exceeded.
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Figure 5. 64K x 4 Block Diagram

The unique array architecture can be appreciated by
looking one level deeper into the functional diagram.
Figure 6 illustrates how one memory array access generates
four data bits internally. Essentially, the X-word lines for
the top and bottom array are selected simultaneously (effec-
tively one word line). One Y-decoder will select four sense
amplifiers; as a result, four memory cells are accessed. The
four bits can be: 1. decoded by RA8 and CAS8 for the
TMS4256; 2. shifted from the four intermediate output buf-
fers using an A8 (AY8, AX8) sequence nibble operation for
the TMS4257 (see Table I); or 3. loaded to four DQ buf-
fers for the TMS4464.
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0
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Figure 6. Functional Diagram
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The array architecture also maintains the 256 cycle,
four millisecond refresh that was standardized on the
TMS4164 and TMS4416. This was accomplished by organiz-
ing the array as 256 rows and 1024 columns in four 64K
blocks.

INCREASED REFRESH FLEXIBILITY

In addition to conventional refresh methods, the
256K DRAM family has been designed with expanded
capabilities. Refreshing the device can be accomplished with
any of the following techniques:

Normal Read/Write operation,
m—only—refresh cycle,

CAS-before-RAS refresh cycle (CBR), and
Hidden refresh cycle.

Ealb el

The 256K design includes an internal refresh address
counter. This counter provides the row address to be refresh-
ed in a CBR or Hidden refresh cycle. With this feature, an
external refresh address does not have to be supplied by the
user. The memory system design simplification is illustrated
in Figures 7 and 8. Note that both an external refresh ad-
dress counter and multiplexer have been eliminated with the
utilization of CAS-before-RAS refresh.

The timing diagrams for the various refresh cycles are
shown in Figure 9. It is significant to observe from the tim-
ing diagrams that the address is in a ‘‘don’t care’’ state
during the RAS negative transition for the CBR or hidden
refresh cycles.
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Figure 11. x4 DRAM Pinouts

8 row address, 8 column address decoding matrix in order
to maintain compatibility with the previous generation. Since
the architecture is arranged as 256 rows by 1024 columns,
all four data bits are selected on the same row. Eight traces
have already been incorporated in the layout so no changes
will be necessary for the TMS4464 board layout.

The generation-to-generation compatibility offers the
ability to simply replace new generation devices for older
generation devices with the appropriate board layout; thus,
memory expansion can be taken advantage of with a
minimum of board re-configuration. With the right support
circuitry as illustrated by Figure 12, the memory size can
be increased in a modular fashion to correspond with increas-
ed memory requirements from software. A TMS4416 to
TMS4464 conversion system is a good example. Memory
mapping for a TMS4164 to TMS4256 conversion system
would be very similar except for the provision for a ninth
address line. Consider an application that calls for a 16K
word minimum memory requirement to be increased by
minimal steps until a full 256K words are available by vir-
tue of a fully populated 64K x4 DRAM system (Figure 13.).
This allows the user to increase memory to align it with his
expanding software requirements without an immediate four-
fold memory increase. In addition, devices will replace parts
already existing on the board; so it is not necessary to pur-
chase complete memory expansion boards. A 64K-word
system will require 16 TMS4416 DRAM’s arranged as four
banks with four devices in each bank. Four TMS4416
DRAM’s will provide the required word width.
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Figure 12. Memory Board Block Diagram
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Memory Size Requirements

The memory size needed to satisfy an application would

be the first factor to evaluate in the consideration of either
x1 or a X4 system implementation. A general rule to

apply is to utilize the X 4 organization for memory require-
ments up to the X 1 memory size, orif N> 1, where N= x 1
memory size/memory needed. In the case of 256K DRAMs,
for memory less than 256K (bytes, words, etc.) it would be
advantageous to utilize 64K x 4 devices. Figures 15 and 16
show a comparison of a system which uses x 1 DRAMs and
x4 DRAMs, respectively, to provide 256K bytes. The same

number of memory devices are utilized in each case, but the
x 1 device takes up somewhat less space because of the

16-pin package over the 18-pin package of the x4 device.

ADDRESS

DRIVER v

258Kxt

256Kx1
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256Xx]
258Kx1
258Kx1
258)x1

— 17N T —

Figure 15. 256K Memory System Size
(256K x 1 Implementation)
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Figure 16. 256K Memory System Size
(64K x 4 Implementation)

In addition, proper decoding circuitry will be necessary to
decode one of the four memory banks of the x4 implemen-
tation. The power savings of enabling only one bank at a
time for a memory access will be offset by the power usage
of the additional drive and decoding circuitry. The additional
circuitry will also take up more board space, and require
more signal routing to implement. A listing of relevant
parameters is available in Table IV for both a x1 and x4
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implementation of a 256K-byte system. Up to the 256K byte
level, though, the bandwidth advantage of the x4 devices
allows better memory utilization and power savings by enabl-
ing one bank of DRAMs during any single memory access.
Table V is a comparison of the same parameters for a
TMS4464 and TMS4164 implementation of a 128K-byte
system. The part count and board area savings of the
TMS4464 implemented system is highlighted in Figures 17
and 18.

Table IV. 256K-Byte System

PARAMETERS 256K x1 DRAM | 64K x4 DRAM
Component Count* 9 10
Board Area 3.34 5q.” 4.0 sq.”
Power 620 mA 375 mA

*Includes Support Circuitry

Table V. 128K-Byte System

PARAMETERS 64K x1 DRAM 64K x4 DRAM
Component Count® 18 6
Board Area 4.89 sq.” 2.4sq.”
Power 590 mA 374 mA

*includes Support Circuitry

{ S T\ X I'; S )
Figure 17. 128K Memory System Size
(64K x 1 Implementation)
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Figure 18. 128K Memory System Size
(64K x 4 Implementation)



Memory Speed Requirement

The speed required to satisfy specifications for an
application is another factor to consider when evaluating the
use of x1 or x4 organized DRAMs. The minimum cycle
time for a 150 ns dynamic RAM is 260 ns. With system
decoding and buffer delays within the system, the realistic
cycle time will be increased to 300 ns. Memory access
becomes critical when the application demands a high
performance microprocessor or bit slice controller. High
performance microprocessor memory access periods are now
reduced to under 200 ns in some cases, while a bit slice
memory access period is under 100 ns. Direct interface of
x 1 DRAMs would cause the fast processors to execute wait
states while waiting for the memory. The example in
Figure 19 shows a method in which the utilization of 2 x 4
device will decrease the average access time of each bit by
a factor of up to four. The two least significant addresses
decode one of the four latches which provide four times the
data bus width worth of data. The processor will have to ac-
cess the latches four times as often, as memory must be
accessed to load the latches. The data from the first latch
will be accessed in the normal DRAM access period
(300 ns) as all four data latches will be filled. With a typical
processor memory access period of 75 ns assumed, subse-
quent processor memory accesses will access memory from
the other three latches allowing for memory access without
wait states. This translates to an average cycle time of
[300 ns+3*(75 ns)l/4 processor memory accesses or
131 ns. Since most processor instructions occur sequential-
ly over short intervals and require multiple memory opera-
tions, the average memory access will be based upon enhanc-
ed access time. This compares with the previous average
memory cycle time of 300 ns where the processor will be
forced to wait for every memory access. Even further
enhancement of apparent memory access time can be
achieved in systems that allow memory access overlap or
pipelined instruction execution. Such a system would have
an apparent memory access time approaching 75 ns (or the
cycle time of the processor). Obviously, memory speed and
memory size are very interrelated when considering this
trade-off.

ADORESS ADORESS AZAT0

CDMPARATOR MuX

LATCH
DECOOE

AB A1

AZA19

o

PU

Figure 19. 64K x 4 Implemented System
Performance Increase

Expandability

The expandability of a system can be sub-divided into
two aspects: maximum memory size, and minimum memory
increments. The compatibility examples are good illustra-
tions of the granularity advantage of the x4 devices over
the X 1 devices where granularity is a measure of the smallest
increment in which memory size can be increased. The in-
crease of total memory size with the modular implementa-
tion of 64K x4 DRAM'’s was only in 48K-byte increments,
whereas the 256K x 1 system increased in units of 192K-
bytes. By the same token, the maximum attainable memory
size for the x4 system will be 256K-words, whereas the
x 1 system can be expanded to a maximum of 1M-words
(if maintaining the same level of bank decode logic).

SYSTEM REFRESH CONSIDERATIONS

The use of dynamic RAMs in a system carries with
it the responsibility of refreshing the DRAMs at regular in-
tervals. Several refresh alternatives provide the designer the
opportunity to adapt a particular refresh scheme to a par-
ticular application. The type of refresh to be implemented
in a system depends directly on the type and speed of the
processor being utilized, since these factors determine the
length of time before memory access may be required.
Typically in a memory sub-system design, refresh should
be as transparent to the system operation as possible. This
serves to reduce the interruption of processor access cycles
to 2 minimum and thereby increase the performance of the
system. For slow processors, hidden refresh provides the
capability to complete a refresh cycle within a processor
memory access cycle by latching the accessed data while the
refresh is completed. As a result, separate hardware will pro-
vide for refresh cycle implementation, eliminating refresh
responsibility from the processor. It is interesting to correlate
refresh timing requirements of the DRAM memory with the
memory access requirements of the processor. The refresh
cycle time for a 150 ns DRAM is 260 ns. Hidden refresh
implementation in a slow processor system allows enough
time to complete both a memory access and a refresh cycle
(Figure 20). There will be no affect on processor operation
performance due to refresh requirements of the system. In
a medium performance processor system, the period of time
provided for memory access becomes critical when a refresh
must occur. Wait cycles may have to be implemented dur-
ing a processor memory access which occurs during a refresh
cycle to accommodate the additional time that the refresh
cycle adds to the memory access cycle. In a high performance
system, the memory access cycle will cause the processor
to be delayed to allow completion of the memory access.
A refresh cycle will cause additional delay to be added to
the memory access time. In systems with a processor that
gives an indication that it will not be utilizing the memory,
a refresh cycle may be inserted to eliminate the degradation
of processor throughput because of refresh.
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